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Education
University of Michigan, School of Information, Advised by Prof. Qiaozhu Mei Sep 2022 – Present
Ph.D. in Information Science   GPA: 3.89/4.00 Ann Arbor, MI

University of Michigan, EECS Department Sep 2020 – May 2022
B.S. in Computer Science (Minor in Mathematics)   GPA: 3.90/4.00 Ann Arbor, MI

Work Experience
Graduate Research Assistant - University of Michigan, Ann Arbor, MI Sep 2022 – Present
• Foundation Model for Scientific Innovation [6, 9]

‣ Curated a large-scale dataset of structured scientific workflow summaries using LLMs, enabling AI-driven analysis
and benchmarking, such as new idea generation. [6]

‣ Proposed a novel task that transforms low-dim visualizations into relevant textual content, enabling intuitive explo-
ration and new content generation from complex textual datasets. [9]

• Graph Machine Learning [3–5, 7]
‣ Conducted an in-depth analysis of how LLMs leverage graph structural information in prompts, revealing that

performance gains stem from contextual cues related to node labels rather than the graph structure. [3]
‣ Developed a contributor-friendly platform that curates metadata-rich graph learning benchmarks to enhance dataset

usability and incentivize contributions. [5]
‣ Proposed a scalable method for approximating MNL likelihood from partial rankings, enabling efficient learning of

choice-based network formation models without requiring complete temporal edge data. [4]

Research Intern - Google DeepMind, Mountain View, CA May 2023 – Aug 2023
• Efficient Transformer Fine-tuning and Serving [8]

‣ Proposed a GPU/TPU-friendly adaptive layer-skipping algorithm based on input sequence complexity.
‣ Leveraged the correlation between loss at an early stage and the effective predictive depth of an input sequence.
‣ Achieved the same performance with only 60% computation cost on MovieLens25M and ListOps.
‣ Delivered the proposed algorithm in TensorFlow Recommenders (TFRS).

Deep Learning Engineer Intern - Intel, Shanghai, China May 2021 - Aug 2021
• CPU-Based Computer Vision Benchmark

‣ Participated in developing Analytics Zoo, an open-source big data AI platform.
‣ Implemented and benchmarked AI models for semantic segmentation and object detection with PyTorch.

Selected Awards

Rackham Doctoral Fellowship Sep 2022 James B. Angell Scholar Mar 2022
Tang Junyuan Scholarship Oct 2021 J. Wu & J. Sun Sunshine Scholarship Oct 2020

Technical Skills

• Programming Language: Python (Professional); C, C++, R, Matlab, Mathematica.
• Framework and Tools: TensorFlow, PyTorch, Lightning, Deep Graph Library (DGL), TensorFlow Recommenders.

Additional Experience

• Workshop Organizer: Graph Learning Benchmark@KDD’23, LLMs for Individuals, Groups, and Society@WSDM’24.
• Teaching Assistant: Mathematical Analysis (Honor level), Data Mining, Data-Driven Web Application Development.
• Competition: Foxconn AI Big Data Competition (Gold Medalist), The University Physics Competition (Silver Medalist).
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